
ENGINEERING TRANSACTIONS • Engng. Trans. • 62, 4, 313–328, 2014
Polish Academy of Sciences • Institute of Fundamental Technological Research (IPPT PAN)

National Engineering School of Metz (ENIM) • Poznan University of Technology

Nonlinear Finite Element Simulation of Friction Stir

Processing of Marine Grade 5083 Aluminum Alloy

Emad Eldin M. KISHTA, Farid H. ABED, Basil M. DARRAS

College of Engineering, American University of Sharjah

Sharjah, UAE
e-mail: fabed@aus.edu

As friction stir processing is emerging as a new technique for material enhancement, full
understanding of the process has not been achieved yet. The resulting mechanical and mi-
crostructural properties are controlled by processing parameters like rotational and transla-
tional speeds. To support experimental results, it is very necessary to develop robust finite
element models that can simulate the friction stir welding process and predict the effect of the
processing parameters on the thermal profiles. This, in turn, gives a forecast of the expected ten-
sile and microstructural properties of the alloy used. This paper presents a thermomechanical-
based finite element modeling adopting a coupled Eulerian Lagrangian formulation to simulate
the friction stir process for Marine Grade AA5083. A set of friction stir welding tests con-
sidering different rotational and translational speeds is also conducted in this study to verify
and validate the present FE modeling. The thermal profiles as well as the peak temperatures
measured experimentally using infra-red imaging technique were successfully predicted by the
proposed FE modeling.
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1. Introduction

Friction stir processing (FSP) is an emerging material enhancement tech-
nique utilized from the solid-state welding technique known as friction stir weld-
ing which was invented by the welding institute [1]. FSP is done using a specially
designed rotating tool that exerts heat through friction on the alloy causing the
material to soften while being stirred. The stirring is considered a plastic defor-
mation under a relatively low temperature causing dynamic recrystallization as
well as grain growth. To be optimized as a material enhancement or grain refine-
ment technique, the grain growth must be minimized by altering the rotational
speed, feed rate and welding medium [2–5]. To have a better understanding of
the problem and minimize experimental work, finite element models capable of
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simulating the FSP are deemed necessary to predict the resulting thermal profile
and large deformation at different rotational and translational speeds.
Various modeling techniques of FSP can be found in the literature [6–10].

Buffa et al. [11] used a continuum based 3-D Lagrangian formulation for mod-
eling Friction Stir Welding (FSW) to predict the non-symmetric effective strain
distribution across the weld line in addition to the symmetric temperature pro-
file caused by the FSW process. Hamilton et al. [12] proposed an energy-based
model with Johnson-Cook flow stress definition to predict the thermal profile
during the FSW process. The model predicted the heat generation and maximum
weld temperature at relatively higher rotational speeds, however, it underesti-
mated the maximum weld temperature at the lower rotational speeds. Schmidt
and Hattel [13] generated a thermo-mechanical model to analyze the condi-
tions where FSW takes place perfectly and no voids occur on the weld line. The
model was developed using ABAQUS/Explicit [14] with Arbitrary Lagrangian-
Eulerian (ALE) formulation and remeshing technique to avoid excessive dis-
tortion in the mesh. Zhang and Zhang [15] developed a thermo-mechanical
model using ALE formulation via ABAQUS/Explicit to predict the changes in
thermal histories and material deformation in FSW under different welding pa-
rameters. The FE model showed that the welding temperature increases as the
rotational speed increases. The increase in rotational speed resulted in increasing
the power consumption and residual stresses in the sample. A 3D model pro-
duced by Ulysse [16] is used to predict the forces acting on the FSW tool. The
model was developed using commercial software FIDAP, and experimental re-
sults were used to validate the model. The model achieved close results to those
found in the experimental work but tended to over predict the temperature.
The main issue in modeling FSP is the high deformation that occurs dur-

ing the process. Using finite element model based on full Lagrangian approach
results in element distortion due to the high plastic deformation. The element
distortion could be avoided using remeshing technique in ABAQUS, however,
using this technique increases the computational time drastically and not always
converges. Schmidt and Hattel [13] reported a computational time of 14 days
to reach a steady-state after 10 seconds of simulation time. The only reported
method to reduce the computational time was using mass scaling [15, 16], how-
ever, the computational time was still very high and the results were unrealistic
in some cases. None of the above mentioned researches has discussed the diffi-
culties encountered during the FE modeling of FSP using the ALE formulation
approach.
In the present work, a 3-D coupled Eulerian-Lagrangian finite element model

using ABAQUS/Explicit is developed, as an alternative to previous approaches,
to predict the effect of processing parameters of FSP. The model is utilized
to predict the temperature profiles during FSP at different input parameters.
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A set of experimental FSW tests is also conducted to validate the proposed FE
modeling at different rotational and translational speeds.

2. Experimental procedure

FSW samples of 5083 marine-grade Aluminum Alloy, with 130 mm length,
60 mm width and 5 mm thickness, were used in this study. The chemical compo-
sition of the AA083 is presented in Table 1. The experiment was performed using
a CNC vertical machine with a specially-designed FSP tool with a featureless
shoulder. The tool has a diameter of 15 mm and has a threaded pin with a 5 mm
diameter and 4 mm length. The sample was clamped in the CNC machine using
a locally designed and built set up. Moreover, the sample was plunged prior to
FSP as it was proven to enhance the properties of the welded material [17]. The
steel tool was then driven into the sample at different rotational speeds ranging
from 600 to 900 rpm. The experimental set up and the tool used are shown in
Fig. 1. K-type thermocouples were placed on the retreating and advancing sides
of each specimen to record the temperature along the processing line as different
temperatures were reported on each side. The placement of the thermocouples
can be viewed in the schematic description presented Fig. 2.

Table 1. Chemical Composition (%) of Aluminum Alloy 5083.

Al Cr Cu Fe Mg Al Cr Cu Fe Mg

Bal. 0.05–0.25 > 0.1 > 0.4 4–4.9 94.2–95.6 0.05–0.25 > 0.1 > 0.4 4–4.9

Fig. 1. Experimental setup.
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Fig. 2. Schematic diagram showing thermocouples placements.

Infra-red camera was used to record the temperature distribution at various
locations on the surface and for different stages of FSP. As the tool is rotating
and moving in the processing direction, the rotation of the tool acts in the same
direction of the weld in the advancing side, while it acts in the opposite direction
of the weld in the retreating side. This movement causes the temperature in
the advancing side to increase further and the material to be moved from the
retreating to the advancing side. Figure 3 shows an experimental FSP sample
with excess material appearing on the advancing side with indications of the
welding and rotational directions.

Fig. 3. FSP sample showing excess material on the advancing side and rotational and welding
direction of the tool.

3. Finite element formulation

3.1. Governing equations

The present FE modeling accounts for two types of heat generation during
FSP; the first is due to plastic deformation, rpl and the second is due to fric-
tion, q. To measure the heat generated due to friction, the following equation
for the heat flux density was adopted:

(3.1) q = qk + qr − fqg,
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where qk is the heat flux due to conduction, qr is the heat flux due to radiation,
f is the fraction of heat generated into the surface and qg is the heat flux
produced by the interface element due to frictional heat generation.
The heat flux due to friction is defined as follows:

(3.2) qk = k∆T,

in which k is the heat transfer coefficient and ∆T is the temperature difference
between the two surfaces. The heat transfer coefficient is dependent on the
contact pressure, over-closure and the average temperature at the contact point.
The heat flux due to radiation is found by the following relation:

(3.3) qr = F
[

(T1 − TZ)4 − (T2 − TZ)4
]

,

where F is the gap radiation constant, TZ is the absolute zero on the tem-
perature scale used and T1 and T2 are the temperatures on surfaces 1 and 2,
respectively.
Finally, the heat flux due to frictional heat generation is defined as follows:

(3.4) qg = ητ
∆s

∆t
,

where η is the heat fraction, τ is the frictional stress, ∆s is the incremental
slip and ∆t is the time step. ABAQUS/Explicit applies the Galerkin method to
solve the set of equation for finding the total heat generated due to friction.
As for the heat generation due to plastic deformation, the plastic work caused

by the accumulation of plastic strains converts into heat which, in turn, increases
the heat flux per unit volume as follows:

(3.5) rpl = βσ : ε̇pl,

where β is the inelastic heat fraction which represents the percentage of the
plastic work that is converted into heat inside the material, σ is the stress
tensor and ε̇

pl is the plastic strain increment tensor. The notation “:” is the
double dot product of the two matrices which results in a scalar. The inelastic
heat fraction is considered a constant throughout the analysis. The plastic strain
rate is defined for plasticity models as:

(3.6) ε̇
pl = ε̇pln,

where ε̇pl is the equivalent plastic strain rate and n is the flow direction which is
a function of stress, plastic strain and temperature. Newton-Raphson technique
was utilized to solve the governing non-linear equations using the Backward
Euler scheme as an integration tool. The dynamic flow stress of the material as
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well as the damage evolution throughout the plastic deformation is predicted
using the Johnson-Cook (JC) plasticity and dynamic failure models that are
already implemented in ABAQUS/Explicit.
The JC dynamic flow stress is given by the following relation:

(3.7) σ =
[

A+B(εpl)n
]

[

1 + C ln

(

˙εpl

ε̇o

)]

(

1−
(

T − Tref

Tm − Tref

)m)

,

where A is the static yield strength, B is the strain hardening coefficient, εpl is
the equivalent plastic strain, n is the strain hardening exponent, C is the strain

rate sensitivity factor, ˙εpl is the equivalent plastic strain rate, ε̇o is the reference
strain rate, T is the temperature, Tref is the reference room temperature, Tm is
the melting temperature and m is the thermal sensitivity parameter. On the
other hand, the damage evolution, ω, due to the accumulation of plastic strains
inside the alloys is obtained using the following equation:

(3.8) ω =
∑

(

∆εpl

ε
pl
f

)

,

where εplf is the plastic strain at failure defined as follows:

(3.9) ε
pl
f =

[

d1 + d2 exp

(

d3
p

q

)]

[

1 + d4

(

˙εpl

ε̇o

)]

[

1 + d5

(

T − Tref

Tm − Tref

)]

,

where d1 to d5 are the failure parameters, p is the hydrostatic pressure and q is
the Von Misses stress.
It should be emphasized that accurate description of the thermo-mechanical

behavior of metals at high temperatures and strain rates is very crucial and re-
quires microstructures-based constitutive relations. The empirical relation pre-
sented by the JC model was, however, used in this research because it is already
implemented in ABAQUS and also for the availability of its parameters for
AA5083. The authors are currently working on implementing the physically-
based constitutive relations developed by Voyiadjis and Abed [18, 19] to de-
scribe the flow stress of the aluminum alloy or any other alloys (see for more
details, ref. [20–22]).

3.2. Modeling

Finite element modeling of the friction stir welding process is a very com-
plicated procedure as it involves excessive deformation accompanied with large
amount of plastic straining and heat. Several attempts were made in this research
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to simulate the FSW process efficiently and also to predict accurate temperature
evolution throughout the deformation. The FE model was first generated using
Lagrangian formulation for all of the three parts involved in the process; the
tool, the aluminum plate and the backing plate. Both the tool and the backing
plate were modeled as rigid bodies. The aluminum plate was merged with the
backing plate. The tool was self-rotated, and the backing plate was modeled
as a movable part to translate the welding plate in the welding direction. The
plate was partitioned to refine the mesh in the stir zone in order to reduce the
computational time. Tetrahedral 4-nod solid elements were utilized to model the
large plastic deformation in the partitioned middle piece as shown in Fig. 4a;
the rest of the plate, on the other hand, was modeled using 8-node linear brick
elements. For such a model with a relatively high plastic deformation, a very
fine mesh is required to avoid element distortion during the process. The very
fine meshes as well as the high-frequency remeshing technique caused a drastic
increase in the computational time. Attempt runs of this model on a high speed
computer lasted for a very long period of time and didn’t manage to model the
first second of the process. With such an unrealistic computational time, the
model was discarded even though it didn’t experience any errors or crashes.

a) b)

Fig. 4. Lagrangian-based FE models for friction process.

To eliminate the high aspect ratio problem for elements around the hole
in a rectangular plate, the plate geometry was changed to a circular shape to
achieve better meshing around the pin with uniform aspect ratios as shown in
Fig. 4b. The computational cost was successfully reduced, as it took less time
than the previous model. However, the run was aborted at less than 10% of
the process due to excessive element distortion and no valuable results could be
extracted.
To overcome the above-mentioned difficulties, Eulerian-Lagrangian formula-

tion was, alternatively, adopted in the present FE analysis to model the FSW
process using geometry similar to the one presented in Fig. 4a. The welding
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plate was modeled using Eulerian part definition whereas; a Lagrangian part
was assigned for the welding tool. Eulerian definition allows the material to flow
through the mesh while the elements stay stationary and unaffected during the
process. Moreover, using Eulerian elements eliminates any mesh distortions that
occur during the process. The plate geometry is identical to the plates used in
the experimental work, yet the welding tool was modified for simplicity. The
welding plate was 130 mm in length, 60 mm in width and 4 mm in thickness. As
for the welding tool, the diameter of the shoulder was 15 mm, and the diameter
and length of the pin were 5 mm and 4 mm, respectively. Figure 5 shows the
geometric description of the FE model used in the present analysis. More details
about the FE modeling are given in the following subsections.

Fig. 5. Tool and plate geometry.

3.2.1. Material definition. The rotating tool was made of very high strength
steel and was defined using Lagrangian formulation in the present FE simula-
tions. The thermal conductivity used for steel was 45 W/(m·K) with a specific
heat of 0.49 KJ/(Kg·K) at room temperature. The welding plate was made
of 5083 aluminum alloy with a density of 2650 kg/m3 and an elastic modulus
of 72 GPa. The thermal conductivity of the alloy was set to 121 W/(m·K) with
a specific heat equal to 0.91 KJ/(Kg·K) at room temperature. The thermo-
viscoplastic behavior of aluminum alloy was defined using the Johnson-Cook
(JC) flow stress model. Table 2 summarizes the JCmodel parameters for AA5083
which were collected from the literature [23].

Table 2. Experimental setup.

A [MPa] B [MPa] C m n Tm [K] T r [K]

137.9 216.7 0.02 0.4845 1.225 933 293
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3.2.2. Contact and boundary conditions. General contact definition was used
to model the FSP process with a defined slipping condition. The maximum elas-
tic slip used was 0.5% which is a default value defined by ABAQUS. The contact
was defined in both normal and tangential directions of the plate. Hard contact
definition was used in the normal direction and a penalty contact was adopted in
the tangential direction, with a friction coefficient equal to 0.3 as recommended
by previous research [14]. Heat generation due to friction was also defined and
was distributed equally to each surface.
The bottom surface of the Eulerian welding plate was restrained from move-

ment in all directions. A range of rotational speeds between 600 and 900 rpm
was assigned to the tool, which was moving with a speed of 50 mm/min in the
welding direction. The rigid tool was restrained from any rotation or movement
in directions other than the previously specified. A predefined temperature field
was also assigned to the welding plate and the tool to start the process at room
temperature.

3.2.3. Mesh description. A total of 3200 8-node 3D solid elements were
utilized to model the welding plate as depicted in Fig. 6. Adaptive Eulerian-

a)

b)

c)

Fig. 6. Three mesh sizes used in the mesh sensitvity analysis a) coarse mesh,
b) fine mesh and c) very fine mesh.
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Lagrangian (ALE) meshing technique, which is very important for large defor-
mation modeling, was also adopted to prevent any elements distortions during
the process. When using Eulerian elements, a percentage of material is specified
to fill each element. ALE technique allows the elements to start with 100% ma-
terial and changes the percentage of material per element as the process goes
on which allows the material to stir without causing any distortions or fictitious
voids [16].
Mesh sensitivity analysis was also conducted to select a proper element size

to accurately simulate the FSW process with a minimum computational cost. In
this regard, three mesh sizes were considered; coarse mesh (Mesh A), fine mesh
(Mesh B) and very fine mesh (Mesh C) as shown in Fig. 6. The peak tempera-
tures obtained using these three meshes were compared with the experimental
values as illustrated by the bar char shown in Fig. 7. FE modeling using Mesh A
was found to overestimate the experimental peak temperature at the thermo-
couple location by more than 18%. On the other hand, the peak temperatures
predicted using Mesh B and Mesh C were comparable with their experimental
counterparts with a maximum difference of less than 4%. Mesh B was; therefore,
selected in this study as it requires less computational time than Mesh C with
nearly similar accuracy.

Fig. 7. Peak temperatures at the three different mesh sizes.

3.3. Results and discussion

The present FE model was verified against experimental results for FSP sam-
ples with similar conditions. The comparisons between the experiments and the
FE analysis included: (a) the peak temperatures obtained at different rotational
speed, (b) the difference in temperatures between the advancing and retreating
sides, and (c) the thermal profile captured by the Infra-red camera.
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The FE model was run at three different rotational speeds; 600 rpm, 700 rpm
and 900 rpm. The resulting peak temperatures and thermal profiles encountered
at these three speeds were compared with the results obtained experimentally.
Figure 8 presents the variation of the peak temperatures with the rotational
speeds as measured experimentally and predicted using the FE model. The FE
model successfully predicted the temperature profiles of FSP at the three dif-
ferent rotational speeds. The peak temperature increased in the advancing and
retreating sides as the rotational speed was raised, which is similar to the exper-
imental results. The difference between the temperatures in the advancing and
retreating sides predicted by the FE model was very close to the experimental
results in all three rotational speeds.

Fig. 8. Peak temperatures at the advancing and retreating sides found from experiments (top)
and numerical model (bottom).

Figure 9 shows the thermal profile at the three different rotational speeds.
The three thermal profiles are similar where the advancing side achieved higher
temperatures than the retreating side. The figure also shows the increase in the
overall temperature in addition to the peak temperatures as the rotational speed
increases. The increase of heat generated is due to the increase of friction caused
by raising the rotational speed of the tool.
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Fig. 9. Thermal profiles of FSP samples at 600 rpm (top), 700 rpm (middle) and 900 rpm
(bottom).

Infrared images of FSP were also taken during the experiments to show the
temperature profiles at different locations over the specimen. Samples of these
images taken at two different locations are presented in Fig. 10 for the case
of a rotational speed equal to 700 rpm. The FE model was able to predict
similar temperature profiles to the ones captured by the IR camera for the same
rotational speed as depicted in Fig. 11. The IR camera images were limited to
a small diameter surrounding the tool as parts of the plate were hidden by the
clamps holding it in the test setup. One advantage of the FE modeling is that the
temperature profile can be observed over the whole plate which gives a better
understanding of the thermal profile evolution during the FSP. As expected, the
advancing side achieved higher peak temperature than the retreating side.
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Fig. 10. Thermal profile captured by infrared camera at:
a) beginning of FSP, b) halfway through FSP.

a)

b)

Fig. 11. Thermal profile predicted by FE model at: a) halfway through FSP and
b) end of FSP.
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It should be mentioned finally that the accuracy of the results presented in
this research is limited to the accuracy of the selected flow stress model. The JC
model used in this study is purely empirical, and its parameters depend merely
on the set of the experimental data used for fitting. Consequently, extending the
model application to a range of strain rates and temperatures beyond these data
does not guarantee precise description of the plastic deformation. Therefore, it is
recommended to use microstructures-based models that can accurately describe
the coupling effect of temperature and strain rate on the material flow.

4. Conclusion

FSP was found difficult to model using Lagrangian finite element formula-
tion as the high plastic deformation caused an excessive distortion in the mesh
and increased the computational time drastically. Finite element simulation of
the FSP was successfully achieved by adopting a coupled Eulerian Lagrangian
formulation and by considering the thermo-mechanical behavior encountered
during the friction process. The FE results were validated experimentally and
a good agreement was achieved. The present Eulerian-based FE model was not
only able to successfully predict the effect of rotational speeds on the peak tem-
perature and thermal profiles in general, but was also capable of capturing the
variation in thermal profiles between the advancing and the retreating sides.
The present FE model can then be utilized to conduct an extensive parametric
study to further investigate the various mechanical aspects accompanied by this
complicated thermal process.
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