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In traditional active vibration control, a single-objective control output is often considered
and constrained, but in fact some conflicting performance indexes are always emerging simul-
taneously and a one-sided method for pursuing only one excellent output is adopted, which
may sacrifice other control characteristics. In this paper, a novel active vibration control with
multi-objective control output was proposed for machinery equipment and sensitive equipment,
and the latest artificial intelligence – multi-objective particle swarm optimization (MOPSO)
was utilized, and the active controller was evaluated by the H∞ criterion, meanwhile an active
control with a single-objective control output was also carried out for comparison. Numerical
studies demonstrated that a pair of conflicting indexes could be balanced well in the proposed
strategy, and thus only one blindly pursued control output was effectively overcome.

Key words: MOPSO, active vibration control, multi-objective control output, equipment.

1. Introduction

The rapid development of modern industry is closely related to broad applica-
tion and innovation of engineering equipment. Such equipment can be classified
into two major types, one including rotating, reciprocating, impacting and other
machinery equipment, and the other mainly including vibration sensitive equip-
ment, high-precision grinding equipment, measuring equipment, etc. Vibration
control is necessary for the mentioned equipment and reducing the vibration of
machinery equipment can effectively reduce the severe force transmitted to the
surrounding environment, and a similar measure is also essential for keeping the
sensitive equipment away from surrounding environmental vibration.

The passive method is the most basic approach that does not require any
external energy, and it is also the simplest method to perform vibration isola-
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tion [1]. However, passive design is difficult to be implemented for low frequency
vibration and often requires a compromise between isolation performance and
equipment alignment [2]. To overcome these shortcomings, active control strate-
gies [3–7] have recently emerged in the research such as PID [8], H∞ [9], and
fuzzy logic [10] method. Control output is merely single objective in traditional
active controls or in other words vibration suppression only meets one estab-
lished index, but the other accompanying indexes are ignored. A comprehensive
consideration for multi-objective control output for active vibration control is
rare in recent studies, for example the vibrating level of machinery equipment
should be controlled effectively when the force transmitted from equipment to
foundation is reduced, which is closely related to the machinery life, durability
and safety. Similarly, the deformation of vibration isolators directly affects the
performance accuracy of the sensitive equipment and it is therefore inadequate
in controlling the vibration of equipment.

The conventional optimization methods using derivatives and gradients are
generally not able to locate or identify the global optimum. Recently, heuris-
tic methods have been widely used for the global optimization. Particle swarm
optimization (PSO) was first proposed by Eberhart and Kennedy [11], and
it is a novel population-based metaheuristic optimization method. Since then
using the swarm intelligence generated by the cooperation and competition be-
tween the particles in a swarm has become a useful tool for engineering opti-
mization. Farshidianfar et al. [12] used the PSO technique to design a H∞
controller for machinery and sensitive equipment, and their numerical results
showed that feedback controller using the PSO algorithm and H∞ criterion
could obtain perfect performance to reduce the harmful vibrations and distur-
bances. Coello et al. [13] first proposed the multi-objective particle swarm
optimization (MOPSO), in which the Pareto sets and non-dominated solutions
were the core strategies.

2. Brief introductions to PSO and MOPSO

The PSO algorithm is a random optimization method based on swarm in-
telligence. This algorithm is inspired by the social behavior and the organisms’
movement in a bird flock, and it employs a swarm of multiple particles, each with
their own position and velocity. All particles share information obtained from
other particles, and interaction among the particles makes the search efficient.
Each potential solution is also assigned a randomized velocity and potential so-
lutions are called particles. These particles are then “flown” through hyperspace.
Each particle keeps track of its own coordinates in the hyperspace, which are
associated with the best solution (fitness) it has achieved so far. This solution
is referred to as ‘pbest’. All values of pbest for each of the particles are tracked



ACTIVE VIBRATION CONTROL WITH MULTI-OBJECTIVE. . . 407

simultaneously. By keeping track of the overall best value, and its location, the
globally optimized solution-gbest can be obtained [14].

Updating the velocities and positions of each particle are core parts of the
PSO algorithm and are described as

vij(t+ 1) = ωvij(t) + c1r1(pbestij(t)− xij(t)) + c2r2(gbestij(t)− xij(t)),(2.1)

xij(t+ 1) = xij(t) + vij(t+ 1),(2.2)

where i represents the i-th particle, j represents the j-th dimension of each par-
ticle, vij(t) is the flight velocity component ofj-th dimension of particles, xij(t)
is the flight displacement component of the j-th dimension in the t-th genera-
tion, pbest represents the local optimum, gbest represents the global optimum,
c1, c2 are learning factors, r1, r2 are random numbers between (0, 1), and ω is
the inertia weight factor.

The flowchart of PSO is shown in Fig. 1.

Fig. 1. Flowchart of PSO algorithm.

The main steps of MOPSO are summarized as follows:
Step 1: Initialize the population, compute the corresponding objective vectors

of particles, and add the non-inferior solutions to the external archive.
Step 2: Initialize the local optimum pbest of particles and the global optimum

gbest.
Step 3: Adjust the velocities and positions of the particles by evaluating Eqs. (2.1)

and (2.2) to generate a new pbest.
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Step 4: Maintain the external archive with the obtained new non-inferior solu-
tion, and select gbest solution for every particle (the archive determines
the selection of global optimum).

Step 5: Check whether the maximum iteration is reached, if it is not reached,
the program will continue; if it is reached, terminate the computation,
and determine the optimal Pareto solution set and the gbest.

The main difference between PSO and MOPSO is the global optimum and
updating of external archive (shown in Fig. 2) that directly determines the
gbest solution. NDs represent the non-dominated solutions and s1∼s5 represents
a group of solutions.

Fig. 2. Updating of external archive.

It is important to point out that direct computation will generate a set
of equivalent solutions when traditional multi-objective optimization is per-
formed, and it is difficult to determine which set is the desired one. The Pareto-
dominating option is the most direct way to solve this problem, namely first by
considering all of the non-inferior solutions in the archive, and then generating
the Pareto frontier by determining a ‘leader’ as shown in Fig. 3. A density mea-
suring technique is commonly used to determine the global optimum, and the
nearest neighbor density estimation method [15] based on the nearest neighbor
congestion evaluation is adopted here. In this method, a rectangular perimeter
consisting of adjacent particles is measured to determine the congestion. This

Fig. 3. Pareto frontier.
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method is schematically depicted in Fig. 4. Certainly, there are other methods
such as a kernel density estimation method [16], etc., which determine the global
optimum.

Fig. 4. Schematic diagram of the nearest neighbor density estimation method.

3. Brief introduction to H∞ controller

A dynamic closed-loop control system is shown in Fig. 5, which indicates the
following state space equation:

(3.1)


ż(t) = Az(t) + b1F (t) + b2U(t),

Y (t) = C1z(t) + d11F (t) + d12U(t),

y(t) = C2z(t) + d21F (t) + d22U(t),

where z(t) is the state variable, y(t) is the observation output, Y (t) is the control
output, U(t) is the control input (namely, this is the generated force of actuator
in active vibration control), and F (t) is the vibration input. Active control with
H∞ criterion is implemented to design a feedback controller that can make the
closed-loop system stable and promote the ∞-norm of the transfer function
‖TY F ‖∞ minimum.

Fig. 5. Dynamic closed-loop control system.
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Using the ‖TY F ‖∞ minimum to determine a small value γ which should
satisfy the following:

(3.2) ‖TY F ‖∞ < γ.

Control input U(t) in a closed-loop feedback system can be described as

(3.3) U(t) = Ky(t),

where K is the gain of feedback controller.
Let us transform Eq. (3.1) to the following state-space equation:

(3.4)

 ż(t)Y (t)
y(t)

 =

 A b1 b2

C1 d11 d12

C2 d21 d22

 z(t)F (t)
U(t)

.
Then the control input U(t) can be rewritten as

(3.5) U(t) = K(I− d22K)−1 [C2z(t) + d21F (t)],

where I is the unit diagonal matrix.
By substituting Eq. (3.5) to Eq. (3.1) the following equation can be obtained:

(3.6)
[
ż(t)
Y (t)

]
=

[
Acl Bcl

Ccl Dcl

][
z(t)
F (t)

]
,

where

Acl = A + b2K(I− d22K)−1C2, Bcl = b1 + b2K(I− d22K)−1d21,

Ccl = C1 + d12K(I− d22K)−1C2, Dcl = d11 + d12K(I− d22K)−1d21.

4. Active vibration control with multi-objective control output

4.1. Machinery equipment

Let us consider the vibration control model of typical machinery equipment
shown in Fig. 6.

In Fig. 6, m1, k1, c1 are respectively the mass, stiffness and damping of foun-
dation or supported structure, k2, c2 are respectively the stiffness and damping
of isolation system, m2 is the mass of machinery equipment, Fa(t) is the active
control force generated by actuator, and F (t) is the disturbance generated by
the machinery equipment. The motion equations can be written as

(4.1)

{
m1ẍ1 + k1x1 + c1ẋ1 − c2(ẋ2 − ẋ1)− k2(x2 − x1) = Fa(t),

m2ẍ2 + c2(ẋ2 − ẋ1) + k2(x2 − x1) = F (t)− Fa(t).
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a) b)

Fig. 6. Active vibration control for machinery equipment: a) machinery equipment, b) model
description.

Let us suppose the state variables are x1 = z1, x2 = z2, ẋ1 = z3, ẋ2 = z4,
z = [z1, z2, z3, z4]

T, then Eq. (4.1) can be rewritten in the state-space form:

(4.2)


ż(t) = Az(t) + b1F (t) + b2Fa(t),

Y (t) = C1z(t) + d11F (t) + d12Fa(t),

y(t) = C2z(t) + d21F (t) + d22Fa(t),

where

A =



0 0 1 0

0 0 0 1

−k1 + k2
m1

k2
m1

−c1 + c2
m1

c2
m1

k2
m2

− k2
m2

c2
m2

− c2
m2


,

b1 =



0

0

0

1

m2

, b2 =



0

0

1

m1

− 1

m2


,

C1 = [ k1 0 c1 0 ], d11 = [0] , d12 = [0],
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C2 =


1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

, d21 =


0

0

0

0

, d22 =


0

0

0

0

.

First, the observation output is defined as y(t) = [x1, x2, ẋ1, ẋ2]
T, and the sin-

gle-objective control output is defined as Y (t) = {k1x1 + c1ẋ1}. Next, the multi-
objective control output is defined as two indexes, the first one is the force
transmitted from the equipment to the foundation: Y1(t) = {k1x1 + c1ẋ1}, and
the other one is the velocity of equipment, which implies the vibrating level:
Y2(t) = {ẋ2}. In the active control with the multi-objective control output,
the two indexes are expected to be optimized simultaneously, and, then, the
state-space equation should be rewritten as

(4.3)



ż(t) = Az(t) + b1F (t) + b2Fa(t),

Y1(t) = C1,1z(t) + d1,11F (t) + d1,12Fa(t),

Y2(t) = C2,1z(t) + d2,11F (t) + d2,12Fa(t),

y(t) = C2z(t) + d21F (t) + d22Fa(t),

where A, b1, b2, C2, d21 and d22 are the same as in Eq. (4.2), and C1,1 =
[ k1 0 c1 0 ], d1,11 = [0], d1,12 = [0]; C2,1 = [ 0 0 0 1 ], d2,11 = [0], d2,12 = [0].

In the active control using H∞ criterion, a feedback controller can be de-
fined as K =

[
K1 K2 K3 K4

]
; furthermore, the following conditions must

be satisfied:
(1) The closed-loop active control must be stable.
(2) The∞-norm of transfer function TYF (s,K) must satisfy ‖TYF (s,K)‖∞<γ,

γ is a positive number, where s = jωref is the complex frequency, and ωref

is the vibrating frequency.
By combining the PSO and H∞ active control, a PSO based H∞ active

control strategy is adopted here [12], and the fitness function can be defined as

(4.4) ‖TY F (s,K)‖∞ .

By combining the MOPSO and H∞ active control, a MOPSO based active
control with a multi-objective control output is proposed here, and the fitness
functions are defined as

(4.5)

{
fitness1 = ‖TY1F (s,K)‖∞ ,

fitness2 = ‖TY2F (s,K)‖∞ .
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In view of the PSO based H∞ active control studied in [12], a schematic
diagram of the proposed active control with multi-objective control output is
depicted in Fig. 7.

Fig. 7. MOPSO based active control with multi-objective control output.

4.2. Sensitive equipment

Let us now consider the vibration control model of typical sensitive equip-
ment shown in Fig. 8.

In Fig. 8, m1, k1, c1 are respectively the mass, stiffness and damping of foun-
dation or supported structure, k2, c2 are respectively the stiffness and damping
of isolation system, m2 is the mass of sensitive equipment, Fa(t) is the active con-
trol force generated by actuator, and F (t) is the disturbance transmitted from
the surrounding environment to the supported structure. The motion equations
can be written as

(4.6)

{
m1ẍ1 + k1x1 + c1ẋ1 − c2(ẋ2 − ẋ1)− k2(x2 − x1) = F (t)− Fa(t),

m2ẍ2 + c2(ẋ2 − ẋ1) + k2(x2 − x1) = Fa(t).
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a) b)

Fig. 8. Active vibration control for sensitive equipment: a) sensitive equipment, b) model
description.

Let us suppose the state variables are: x1 = z1, x2 = z2, ẋ1 = z3, ẋ2 = z4,
z = [z1, z2, z3, z4]

T, then Eq. (4.6) can be rewritten in the state-space form:

(4.7)


ż(t) = Az(t) + b1F (t) + b2Fa(t),

Y (t) = C1z(t) + d11F (t) + d12Fa(t),

y(t) = C2z(t) + d21F (t) + d22Fa(t),

where

A =



0 0 1 0

0 0 0 1

−k1 + k2
m1

k2
m1

−c1 + c2
m1

c2
m1

k2
m2

− k2
m2

c2
m2

− c2
m2


,

b1 =



0

0

1
m1

0

, b2 =



0

0

− 1
m1

1
m2


,

C1 =
[

0 0 0 1
]
, d11 = [0] , d12 = [0],
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C2 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

, d21 =


0
0
0
0

 , d22 =


0
0
0
0

.
First, the observation output for sensitive isolation system is also defined

as y(t) = [x1, x2, ẋ1, ẋ2]
T, and the single-objective control output is defined

as Y (t) = {ẋ2}. For comparison, the multi-objective control output is defined
as two indexes, the first one is the vibrating velocity of sensitive equipment:
Y (t) = {ẋ2}, and the other one is the deformation of isolators, which is the
relative displacement of equipment and supported structure: Y2(t) = {x2 − x1}.
In the active control with multi-objective control output, the two control ob-
jectives are expected to be optimized simultaneously, and, then, the state space
equation could be rewritten in the same form as Eq. (4.3), but the coefficient
matrices should be revised as C1,1 = [ 0 0 0 1 ], d1,11 = [0], d1,12 = [0];
C2,1 = [ −1 1 0 0 ], d2,11 = [0], d2,12 = [0]; and A, b1, b2, C2, d21 and d22

are the same as in Eq. (4.7).
In the active control using H∞ criterion, a feedback controller with the gain

vector K =
[
K1 K2 K3 K4

]
is also carried out, and the constrained condi-

tions must be satisfied. First, a PSO based H∞ active control is performed to
give a single-objective output, and the fitness function is defined the same as
in Eq. (4.4). Next, a MOPSO based H∞ active control is also proposed to give
a multi-objective control output, and the fitness functions are defined the same
as in Eq. (4.5). Furthermore, the computational diagram is presented in Fig. 7.

5. Case studies

5.1. Machinery equipment

Parameters of the vibration isolation system for machinery equipment are
m1 = 1200 kg, m2 = 600 kg, k1 = 1 · 106 N/m, k2 = 1.5 · 104 N/m, c1 =
1.6 · 104 N ·m/s, and c2 = 1× 103 N ·m/s. The amplitude of vibrating excita-
tion is 1000 N, and the frequency is 2.6 Hz. Parameters of PSO show that the
population size of particles = 100, maximum iteration number = 200, c1 = 2,
c2 = 1, and ω = 0.99t (t is the iterative number). Constrained condition for
optimizing the feedback gain is assumed arbitrarily as

‖K‖∞ ≤ 5 · 102.

The fitness convergence of this single-objective optimization is shown in
Fig. 9, and the obtained gbest solution is

K =
[

1.913 −4.983 1.974 −5.000
]
· 102.
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Fig. 9. Fitness convergence of PSO based H∞ active control for machinery equipment.

Parameters configuration of MOPSO algorithm is assumed to be the same
as in PSO and the Pareto frontier of the multi-objective optimization shown in
Fig. 10, and the obtained gbest solution is

K =
[
−0.0738 −4.998 5.000 −1.301

]
· 102.

Fig. 10. Pareto frontier of MOPSO based H∞ active control for machinery equipment.

Based on the optimal feedback controller (gbest solution) obtained by the
PSO and MOPSO optimized H∞ criterion, the force transmitted from the ma-
chinery equipment to the foundation and the vibrating velocity of equipment
are shown in Fig. 11.
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a)

b)

Fig. 11. Comparison of responses of two active controls (machinery equipment): a) force trans-
mitted from the machinery equipment to the foundation, b) vibrating velocity of machinery

equipment.

As it can be seen in this figure, the transmitted force under PSO-H∞ con-
dition is indeed better than in the case of multi-objective control output and
uncontrolled conditions, however, the control velocity of equipment under PSO-
H∞ is bad and it is even worse than under the uncontrolled condition. This
latter phenomenon implies that PSO-H∞ has virtually sacrificed the vibrating
velocity of equipment for pursuing excellent control of the transmitted force, and
this approach is extreme and one-sided. Meanwhile, the two indexes of multi-
objective output have been implemented as a balance between the two, and the
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active control with multi-objective control output reflects an important role in
practice. The comparison of peak responses is listed in Table 1.

Table 1. Comparison of peak responses (machinery equipment).

Working conditions Force transmitted
to the foundation

Vibrating velocity
of machinery equipment

Multi-objective control output 484.19 0.161

PSO-H∞ 464.27 0.176

Uncontrolled 548.62 0.173

5.2. Sensitive equipment

Parameters of the vibration isolation system for sensitive equipment are as-
sumed to be m1 = 1200 kg, m2 = 100 kg, k1 = 1 · 106 N/m, k2 = 1.5 · 104 N/m,
c1 = 1.6 · 104 N ·m/s and c2 = 1 · 103 N ·m/s. The amplitude of vibrating exci-
tation is 1 N, and the frequency is 0.6 Hz. Parameters of PSO and MOPSO are
the same as in Subsec. 5.1. Constrained condition for optimizing the feedback
gain is assumed arbitrarily as

‖K‖∞ ≤ 4 · 103.

Fitness convergence of this single-objective optimization is shown in Fig. 12,
and the obtained gbest solution is

K =
[
−3.671 −3.051 −0.997 −2.546

]
· 103.

Fig. 12. Fitness convergence of PSO based H∞ active control for sensitive equipment.
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The Pareto frontier of the multi-objective optimization is shown in Fig. 13,
and the obtained gbest solution is

K =
[

0.149 −2.968 2.498 −2.805
]
· 103.

Fig. 13. Pareto frontier of MOPSO based H∞ active control for sensitive equipment.

Based on the optimal feedback controller (gbest solution) obtained by PSO
and MOPSO optimized H∞ criterion, the vibrating velocity of the sensitive
equipment and the deformation of isolator (the relative displacement between
the equipment and the supported structure) are shown in Fig. 14.

As it can be seen in Fig. 14, the control velocity of sensitive equipment un-
der PSO-H∞ condition is better than in the case of the multi-objective control
output and uncontrolled conditions; however, the deformation of isolators by
PSO-H∞ is very bad and even it is much worse in the case of the uncontrolled
condition, and this phenomenon implies that PSO-H∞ has potentially sacrificed
the deformation of isolators for pursuing an effective control of suppressed ve-
locity of sensitive equipment, and of course this approach is also one-sided. In
the meantime, the two indexes of multi-objective control output have again im-
plemented a balance between the two, and multi-objective control output based
active control has played a key role. The comparison of peak responses is shown
in Table 2.

Table 2. Comparison of peak responses (sensitive equipment).

Working conditions Vibrating velocity
of sensitive equipment

Deformation
of isolators

Multi-objective control output 4.831 · 10−6 1.372 · 10−7

PSO-H∞ 2.037 · 10−6 6.848 · 10−7

Uncontrolled 5.443 · 10−6 2.373 · 10−7
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a)

b)

Fig. 14. Comparison of responses of two active controls (sensitive equipment): a) vibrating
velocity of sensitive equipment, b) deformation of isolator.

6. Conclusions

In this study, a novel active control with multi-objective control output by
means of artificial intelligence-MOPSO algorithm is proposed, which is aimed
at solving a pair of conflicted control indexes, and the traditional active control
with single-objective control output is improved; in addition, a PSO based active
control is also carried out here for comparison. Numerical results demonstrate
that this newly developed strategy is very effective and suitable for the practical



ACTIVE VIBRATION CONTROL WITH MULTI-OBJECTIVE. . . 421

control of machinery and sensitive equipment, and the conflicted indexes can be
well balanced as well.

This strategy can serve as inspiration for traditional active vibration control
methods, where the multiple indexes, which simultaneously play an important
role in the control, can be taken into account at the same time, and, in addition,
an extreme and unnecessary pursue of one-sided control output is avoided.

In the future, more than two outputs in the active control will be investigated,
and other multi-objective control methods can be presented by improving the
artificial intelligence.
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