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Particle size distribution of aggregate in asphalt pavements is used for determining impor-
tant characteristics like stiffness, durability, fatigue resistance, etc. Unfortunately, measuring
this distribution requires a sieving process that cannot be done directly on the already mixed
pavement. The use of digital image processing could facilitate this measurement, for which
it is important to classify aggregate from asphalt in the image. This classification is difficult
even for humans and much more for classical image segmentation algorithms. In this paper,
an expert committee approach was used, including classical adaptive Otsu, k-means vector
quantization over a set of 8 principal components obtained from 26 features, and a Gaussian
mixture model whose parameters are estimated through the expectation-maximization algo-
rithm. A novel cellular automata approach is used to coordinate these expert opinions. Finally,
a simple heuristic is used to reduce sub- and over-segmentation. The segmentation results
are comparable to those obtained by a human expert, while the sieve size of the segmented
images corresponds very well with that obtained from the sieving process, validating the pro-
posed method of segmentation. The results show that with the digital imaging procedure it
was possible to detect particles with a size of 100 µm with 90% of success with respect to
time-consuming manual techniques. In addition, with these results it is possible to establish
the homogeneity of the sample and the distribution of the particles within the asphalt mixture.

Key words: image segmentation; Gaussian mixture model; cellular automata; asphalt pave-
ment; sieve size.

1. Introduction

Road infrastructure is an important support for the social and economic de-
velopment of a country because it is used for the exchange of goods, the mobility
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of people and the interaction between regions [1]. However, the investment and
the financial cost of building such infrastructure are high. For this reason, the
study, maintenance and construction of economically and environmentally sus-
tainable, durable and efficient roads are essential for the economy of a country [2].

Laboratory tests are traditionally carried out for the study and quality control
of the construction of the pavements. Samples of asphalt mixtures are tested
using different methodologies to establish their sieve size, asphalt content, maxi-
mum load, deformation, ductility and modulus, among other mechanical and
dynamic properties [3]. There are several problems presented by this type of
tests that limit its use: they are mostly destructive tests that generate a high
cost, they take long periods of time, and they require costly and specialized
equipment, not accessible to many research centers [4].

Trends in new technologies such as digital image processing, computational
modeling, artificial intelligence and the application of finite elements, have been
shown to be versatile tools that can be used in this area economically, quickly
and non-destructively [5]. Digital image processing, in particular, has been used
in fields like medicine, agriculture, geology and civil engineering for characteri-
zing the components of a mixture where internal particles affect directly their
behavior [6, 7].

Unfortunately, it is not easy to identify, count and measure aggregate parti-
cles in a digital image of pavement, either because they are not clearly separated
or because they are partially buried in asphalt. Furthermore, images are noisy,
aggregate has irregular shape, some characteristics of asphalt are present within
several aggregate, there are many differences among aggregate, etc.

For classification of pixels as aggregate or asphalt, humans use such charac-
teristics as color, texture, shape, brightness, etc., but there are situations where
classification is difficult even for us.

After testing several alternatives, we decided to use a cellular automata ap-
proach to combine the opinion of three experts: adaptive Otsu, 8-dim vector
quantization, and a parametric probabilistic model. The results are comparable
to those obtained by humans. Furthermore, the results of gradation test analysis
are comparable to those obtained through sieving procedures.

Next section describes some previous work in this area while Sec. 3 describes
the mathematical model of the pavement image. Subsection 3.1 is a presentation
of the main image processing procedures used in this work, including adapti-
ve Otsu thresholding, feature selection, principal components analysis, adaptive
vector quantization over eight principal components and a Gaussian Mixture
Model estimated through the expectation/maximization algorithm. Each of these
techniques leads to interesting results that are exploited in an experts committee,
where two cellular automata followed by a region growing procedure solve for
differences on experts opinions, as explained in Subsec. 3.2. Section 4 shows the
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particle size and gradation analysis on the segmented images and Sec. 5 concludes
the paper.

2. Previous work

Some previous works in the field of pavement engineering include the evalu-
ation and detection of the aggregate distribution of an asphalt mixture using
X-rays, taking into account the coarse aggregate by dividing the sample into
regions with no regard of individual particles [8]. Other methods are based on
computer tomography to reconstruct three-dimensional models of asphalt mix-
tures seeking to characterize the particles and estimate their properties [9]. More
specifically, digital image processing has been used for the analysis of the aggre-
gate in recycled concrete to determine the amount of mortar adhered to the ag-
gregates of higher size [10]. This type of works provides low-cost, non-destructive
and fast tools for the analysis of sieve size and show a great efficiency for the
detection of the affected areas. In this section, we briefly review some of these
works.

Image segmentation and classification are two of the most studied digital im-
age processing applications [11]. There are many ingenious methods to segment
images ranging from simple histogram and thresholding methods like Otsu’s [12],
going through several edge detection algorithms [13], morphological watersheds
[14] and region growing, splitting and merging [15], to probabilistic models and
computational intelligence methods [16]. The proliferation of such number of al-
ternatives means, among other things, that image segmentation and classification
is, normally, a difficult task.

Nevertheless, digital image processing has been used recently as a plausible
method for different purposes in asphalt pavements research. As early as 1996,
digital image processing techniques have been applied to quantify the distribu-
tion, orientation, and shape of coarse aggregates in asphalt/concrete mixtures
[17]. Morphological image processing techniques have been used to estimate the
angularity of 3-dimensional particles in particulate materials [18]. X-ray com-
puted tomography images have been used with automated digital image algo-
rithms for processing asphalt concrete [19–21]. The effect of adding aggregates
with different Nominal Maximum Aggregate Size on the microstructure of as-
phalt mixtures using images of asphalt mixture is studied in [22]. Images cap-
tured during the fall of particles at production stages are studied in [23]. Mixture
microstructure is identified in [24] using connected-component labeling algorithm
on a color photo of a soil and rock mixture. An interesting review of image pro-
cessing for failure detection in pavements is carried out in [25]. In [26], image
segmentation into gravel and asphalt classes is used to construct a model of
the micromechanical properties of the mixture. An imaging standard for asphalt
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mixtures is reported in [27]. University of Wisconsin at Madison and Michigan
State University have developed iPas, a software in Matlab implementing the
techniques in this standard, including contrast enhancement through histogram
equalization, median filtering for noise reduction, two-threshold binarization,
edge-detection, image segmentation by Canny operator and watershed correc-
tion through morphological operators [28]. However, this is not really an auto-
matic system since it requires an interactive help from the user. The authors of
[29] recorded images of fractures in order to assess the dependence of asphalt
mixtures’ fracture response on loading rate, temperature, and recycled content.
In [30], an interesting similar process is reported. In [31], Digital Imaging Pro-
cessing and spectral analysis are combined to quantify the superficial removal of
bitumen and the exposure of aggregates. An elaborate method of characteriza-
tion of internal asphalt microstructure based on the skeleton of a digital image
is reported in [32].

In all previous works, the problem of segmentation of simple photographic
images of pavement is not the most important one, so the problem is poorly
treated or completely omitted. Digital image processing techniques are reduced
to texture analysis, or are applied to elaborate X-Ray tomographic images, or
based on manually configured parameters. In this paper, we design a completely
automatic segmentation algorithm and evaluate it for sieve size purposes. As
described in the rest of this paper, we use a cellular automata approach to
combine the partial results of an adaptive Otsu method, an 8-dim vector quanti-
zation technique and a parametric probabilistic model. The segmentation results
are comparable to those obtained by humans and the gradation test results are
comparable to those obtained through the sieving procedures.

3. Materials and methods

Let ZN be the set of integers between zero andN−1, ZN = {0, 1, 2, ..., N−1}.
An image is an array of NV ×NH pixels, where NV is the number of rows and
NH is the number of columns. This is, an image is a function with domain
ZNV × ZNH . Each element of the array (each pixel) can take a particular value
in a discrete set. For example, the color image obtained from the camera, Ic, is
a function from ZNV × ZNH to ZL × ZL × ZL, where the value that each pixel
can take is a 3-dimension vector [R, G, B]T, where R, G, and B are integers
between 0 and L− 1 representing the red, green, and blue levels, respectively:

(3.1) IC : ZNV × ZNH → ZL × ZL × ZL.

Usually, the number of levels for each color in a pixel is L = 256, represented
with eight bits, for a total of 24 bits per pixel. Color information can be omitted
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to use only the corresponding intensity value, also called luminosity or gray level,
which reduces the co-domain to the set ZL:

(3.2) IG : ZNV × ZNH → ZL,

where a pixel with a zero value is black, a pixel with a value L− 1 is white and
other values correspond to intermediate gray levels between black and white.
The fundamental idea in this paper is to achieve a transformation of the IC
and IG images into a new IS image in the same domain of IC and IG but with
co-domain Z2 = {0, 1}, where the pixels in zero state correspond to asphalt and
the pixels in state 1 correspond to gravel:

(3.3) IS : ZNV × ZNH → Z2 = {0, 1}.

If IC is the set of all possible photographs of pavement samples withNV×NH

pixels and IS is the set of all possible binary images with NV ×NH pixels, we
want to find a transformation

(3.4) T : IC → IS

such that IS = T (IC) corresponds to the correct selection of gravel and asphalt
elements in the original IC image, for any IC ∈ IC . Figure 1 shows an example
of an IC image with its corresponding IG and IS images, where IS was obtained
manually.

Fig. 1. Example of an IC color image and its corresponding gray and binary versions,
IG and IS .

The object to be photographed is a cylindrical asphalt sample with an average
diameter size of 10 cm and height between 6.35 at 7.05 cm (average 6.7 cm). With
an industrial cutter the specimen is cut diametrically. The image is captured in
a space with white illumination and the object is located 30 cm from the capture
device.

It is interesting to notice that the images are taken under natural light, since
possible uneven brightness and uncertain light direction are compensated during
the image processing stages.
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3.1. Image processing

All the images have a light border around the asphalt mixture, which, in the
gray version in Z256, always has an intensity greater than 90. For this reason,
the light border can be easily removed by comparing the levels of gray with 90,
filling in the gaps, calculating the convex hull of the selected area and choosing
the maximum rectangle contained in said convex hull, as shown in Fig. 2.

Fig. 2. Border elimination. Clockwise from upper left: (a) original image, (b) gray image,
(c) filled region with intensity less than 90, (d) convex hull, (e) maximum rectangle contained

in the convex hull, (f) final image to process.

The convex hull of Fig. 2d has NCH pixels representing an area of 10×6.7 cm2.
Consequently, the surface resolution of the image is ppsc = NCH/67 pixels per
square centimeter. Thus, to calculate the area in cm2 of any region that has NP

pixels we use the relation Area = NP /ppsc, i.e.,

(3.5) Area(NP ) = 67
NP

NCH
[cm2].

Before attempting any segmentation process, the image (either IC or IG)
is passed through an adaptive histogram equalizer [34] to improve the contrast
between pixels, and through a median filter to reduce the noise without affecting
the edges [35]. The parameters of the adaptive equalization are chosen in order to
emphasize the small dark aggregate without too much emphasis on the textures
within the aggregate, which could make the classification more difficult.

One of the simplest and most effective segmentation methods is based on
noting that most pixels corresponding to aggregate are light and most pixels
corresponding to asphalt are dark. The method uses a comparison level l0 to
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binarize the IG image so that the pixels whose intensity is greater than or equal
to l0 are classified as aggregate and other pixels are classified as asphalt:

(3.6) IS(x, y) =

{
0 if IG(x, y) < l0,

1 if IG(x, y) ≥ l0,
∀(x, y) ∈ ZNV × ZNH .

The comparison level is chosen according to different criteria such as the
maximization of the variance between classes (or minimization of the variance
within each class), or Otsu method [36]. After classifying each pixel, a hole filling
process is done to erase the dark elements within the aggregate regions.

Processing IG(x, y) with this method, we can get good results in some homo-
geneous regions of the image and discouraging results in some non-homogeneous
regions (where different aggregates overlap in a single region or a single aggre-
gate is separated in different regions). These difficulties will be the ones we deal
with in this paper.

Indeed, some gravel are dark relative to the whole image but slightly lighter
than its surrounding asphalt. Detecting this aggregate requires a low threshold.
On the other hand, some borders between adjacent bright aggregates, which
should be classified as asphalt, are lighter than many dark aggregate. Detecting
this asphalt requires a high threshold. This is why a single threshold Otsu’s
method is inappropriate, so we better use an adaptive version where the whole
image is divided in 16× 16 subimages, each of them segmented independently
through Otsu. Figure 3 shows the results.

Fig. 3. Otsu and adaptive Otsu in asphalt/aggregate segmentation.
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Although we have got much better results with adaptive Otsu method, the
two mentioned difficulties persist, so we will use more information than the sim-
ple individual gray level of each pixel. It can be shown that the Otsu method is
equivalent to a vector quantization approach based on the 2-means method [37].
However, the 2-means method can be used not only on the one-dimensional space
of the gray intensities but on multidimensional vectors with more general charac-
teristics of each pixel. We will use information that reflects brightness and color
of each pixel as well as brightness and texture of its neighborhoods at different
scales, since these seems to be the elements that we humans use to distinguish
aggregate from asphalt [38]. In particular, we will consider the followingM = 26
characteristics:
(1) Gray level: this is simply the value of the pixel in IG

(3.7) d1(x, y) = IG(x, y), (x, y) ∈ ZNV × ZNH .

(2) Hue: we consider the RGB values of each pixel in IC and the minimum of
the values among these spectral bands,

mn(x, y) = min {R(x, y), G(x, y), B(x, y)} , (x, y) ∈ ZNV × ZNH ,

to compute the hue as follows:

(3.8) d2(x, y) =
√
a∗ + b∗ + c∗, (x, y) ∈ ZNV×ZNH ,

where

a∗ = (R(x, y)−mn(x, y))2 , b∗ = (G(x, y)−mn(x, y))2 ,

c∗ = (B(x, y)−mn(x, y))2 .

A pixel with zero hue has R = G = B, so it is in the gray scale, regardless of
whether it is black, white or any intermediate gray. A purely yellow, purely
magenta or purely cyan pixel of maximum luminosity has the maximum
hue value, (L − 1)

√
2. A purely red, purely green or purely blue pixel of

maximum luminosity has a hue value of L− 1.
(3) The average value of gray levels in a 5× 5 neighborhood around the pixel

(3.9) d3(x, y) =
1

25

2∑
j=−2

2∑
k=−2

IG(x+ j, y + k).

The importance of this parameter is that, although the luminosity of the
pixel is perhaps the most discriminating parameter, it is also important to
know if the pixel is within a light or dark region.
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(4) The entropy of gray levels in a 5× 5 neighborhood around the pixel. A list
of the different gray values in the neighborhood is computed as well as the
relative frequency of each gray level in the list, pi. The normalized relative
frequency is used to compute the Shannon entropy

(3.10) d4(x, y) = −
L∑
i=0

pi(x, y) log2 (pi(x, y)), (x, y) ∈ ZNV × ZNH ,

where

(3.11) pi(x, y) =
1

25

2∑
j=−2

2∑
k=−2

1 (IG(x+ j, y + k) = i)

∣∣∣∣ i ∈ ZL
,

and 1(A) is the indicator function of proposition A, which is 1 if A is
true and is 0 if A is false. This way, pi(x, y) becomes the probability of
the i-th gray level within the 25 pixels of the neighborhood. If all 25 pixels
are different, the entropy is maximum (log2(25) = 4.6439 bits). If all 25
pixels have the same value, the entropy is minimum (0 bits). Entropy is
a preliminary measure of texture in the image in the sense that a low-
variable image has a low entropy and a highly variable image has a high
entropy. The following two measurements complement the description of
the texture around the pixel.

(5) The range of gray levels in a 5 ×5 neighborhood around the pixel

(3.12) d5(x, y) = d∗ − e∗, (x, y) ∈ ZNV × ZNH ,

where
d∗ = max

i,j∈{−2,−1,0,1,2}
IG(x+ i, y + j).

e∗ = min
i,j∈{−2,−1,0,1,2}

IG(x+ i, y + j).

While entropy only considers the number of different values, the range
considers the differences among those values.

(6) The standard deviation among gray levels in a 5 ×5 neighborhood around
the pixel

(3.13) d6(x, y) =

√√√√ 1

25

2∑
j=−2

2∑
k=−2

(
IG(x+ j, y + k)− d3(x, y)

)2
.

Consider a neighborhood that has all its pixels at zero except for a pixel
that has a gray level of 255. That neighborhood has the same rank as
a neighborhood with 25 different gray values between 0 and 255, but the
standard deviation is smaller.
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(7) d7(x, y) is the average value of gray levels in a 9× 9 neighborhood around
the pixel.

(8) d8(x, y) is the entropy of gray levels in a 9× 9 neighborhood around the pixel.
(9) d9(x, y) is the range of gray levels in a 9× 9 neighborhood around the pixel.

(10) d10(x, y) is the standard deviation among gray levels in a 9× 9 neighbor-
hood around the pixel.

(11) d11(x, y) is the average value of gray levels in a 17× 17 neighborhood around
the pixel.

(12) d12(x, y) is the entropy of gray levels in a 17× 17 neighborhood around the
pixel.

(13) d13(x, y) is the range of gray levels in a 17× 17 neighborhood around the
pixel.

(14) d14(x, y) is the standard deviation among gray levels in a 1× 17 neighbor-
hood around the pixel.

(15) d15(x, y) is the average value of gray levels in a 33× 33 neighborhood around
the pixel.

(16) d16(x, y) is the entropy of gray levels in a 33× 33 neighborhood around the
pixel.

(17) d17(x, y) is the range of gray levels in a 33× 33 neighborhood around the
pixel.

(18) d18(x, y) is the standard deviation among gray levels in a 33× 33 neighbor-
hood around the pixel.

(19) d19(x, y) is the average value of gray levels in a 65× 65 neighborhood around
the pixel.

(20) d20(x, y) is the entropy of gray levels in a 65× 65 neighborhood around the
pixel.

(21) d21(x, y) is the range of gray levels in a 65× 65 neighborhood around the
pixel.

(22) d22(x, y) is the standard deviation among gray levels in a 65× 65 neighbor-
hood around the pixel.

(23) d23(x, y) is the average value of gray levels in a 129× 129 neighborhood
around the pixel.

(24) d24(x, y) is the entropy of gray levels in a 129× 129 neighborhood around
the pixel.

(25) d25(x, y) is the range of gray levels in a 129× 129 neighborhood around the
pixel.

(26) d26(x, y) is the standard deviation among gray levels in a 129× 129 neigh-
borhood around the pixel.
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All this data is taken after the equalization and the median filters. Finally,
all data is normalized in the interval [0, 1]. Figure 4 shows the M = 26 different
characteristics measured on a particular image.

Fig. 4. Discriminating features. In the first row is the original image, its gray version and its
color code. The following six rows have four columns that correspond to the mean, the entropy,
the range and the standard deviation in the scales 5× 5, 9× 9, 17× 17, 33× 33, 65× 65, and

129× 129.

Looking at Fig. 4, it becomes evident that the M features are highly redun-
dant, so they can be compressed into a smaller set of characteristics. Indeed,
computing the covariance matrix between all the pixels of an image,

(3.14) C =
1

Np − 1

∑
(x,y)∈ZNV ×ZNH

(d(x, y)− µ) (d(x, y)− µ)T ∈ RM×M

and considering the corresponding eigenvalues and eigenvectors,

(3.15) C · ui = λi · ui, i = 1, 2, ...,M,

we notice that only few eigenvalues have significant magnitudes, as shown in
Fig. 5. In it, the eigenvalues of the covariance matrix for the 26 data are plotted
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Fig. 5. Eigenvalues of the covariance matrix of 11 different images.

in all the pixels of 11 different images, where it can be seen that the correlation
structure of the features is fundamentally independent of the image. Being a co-
variance matrix, C is positive definite and the eigenvectors form an orthogonal
set on which we can project the 26 feature vectors, to obtain an orthogonal set
of characteristics. We will use the projection on the eigenvectors corresponding
to the eight major eigenvalues, as shown in Fig. 6. The eight components thus
formed are known as the Principal Components of the features, PC (x, y) [39].

Fig. 6. Gray images and three principal components for four different photographs
of asphalt mixtures.
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By applying the two-means vector quantization technique on these eight prin-
cipal components, slightly better results are obtained. This is essentially an ex-
tended Otsu’s method.

To each pixel (x, y) ∈ ZNV × ZNH we have an 8-dimensional vector of prin-
cipal components, PC (x, y) ∈ R8. We begin with two arbitrary vectors µg and
µa for gravel and asphalt respectively. Then we assign each pixel of the image
to the group that minimizes the distance to each level,

(3.16) IS(x, y) =

 0 if |PC(x, y)− µa| < |PC(x, y)− µg|

1 if |PC(x, y)− µa| ≥ |PC(x, y)− µg|

∀(x, y) ∈ ZNV × ZNH .

Next we calculate the centroids of each region (the average values of the
principal components of each of the two regions in which the image was divided),

(3.17)

µg =

∑
(x,y)∈ZNV ×ZNH

IS(x, y)PC(x, y)∑
(u,v)∈ZNV ×ZNH

IS(u, v)
,

µa =

∑
(x,y)∈ZNV ×ZNH

(1− IS(x, y))PC(x, y)∑
(u,v)∈ZNV ×ZNH

(1− IS(u, v))
.

Finally we iterate Eqs (3.16) and (3.17) until µg and µa converge to constant
values. Again, we can run this algorithm over the whole image to get a global
classification or we can use an adaptive approach working on smaller regions.
Figure 7 compares both results.

For an additional standard classifier, we will consider a probabilistic model on
the space of the N = 8 principal components. In particular, we will use the GMM
model (Gaussian mixture model), estimating the parameters through the EM
algorithm (Expectation/Maximization). The fundamental idea is to assume that
the probability density function of the principal components of the pixel at any
position (x, y) of the image domain has the following form:

(3.18) f (PC(x, y) |µa,Σa, µg,Σg, αg )

= αgfg (PC(x, y) |µg,Σg ) + (1− αg) fa (PC(x, y) |µa,Σa ),
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Fig. 7. Vector quantization with a global two-means algorithm and an adaptive
two-means algorithm over eight principal components.

where

(3.19)

0 ≤ αg ≤ 1,

fg (PC(x, y) |µg,Σg ) =
1√

(2π)N |Σg|

· exp

(
−1

2
(PC(x, y)− µg)T Σ−1g (PC(x, y)− µg)

)
,

fa (PC(x, y) |µa,Σa ) =
1√

(2π)N |Σa|

· exp

(
−1

2
(PC(x, y)− µa)T Σ−1a (PC(x, y)− µa)

)
.

PC(x, y), as mentioned earlier, is a vector in RN that corresponds to the set of
N principal components of the pixel in the position (x, y); µg and µa are vectors
in RN that correspond to the expected values of the principal components in
the gravel and asphalt pixels, respectively. Σg and Σa are matrices in RN×N
that correspond to the correlation matrices of the principal components for the
asphalt and aggregate pixels, respectively. We will estimate µg, µa, Σg, Σa, and
ag through the EM algorithm (Expectation/Maximization):
0. Initialization: From the segmented image IS obtained with the adaptive Otsu’s

method or the adaptive vector-quantization method, we estimate the parame-
ters of the distribution (3.18):
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(3.20)

αg =
1

NP

∑
(x,y)

IS(x, y),

µg =
1

NP · αg

∑
(x,y)

IS(x, y)PC(xy),

µa =
1

NP · (1−αg)
∑
(x,y)

(1−IS(x, y))PC(xy),

Σg =
1

NP · αg

∑
(x,y)

(PC(x, y)−µg) · (PC(x, y)−µg)T · IS(x, y),

Σa =
1

NP · (1−αg)
∑
(x,y)

(PC(x, y)−µa) · (PC(x, y)−µa)T(1−IS(x, y)),

where NP is the total number of pixels in the image.
1. Expectation: Based on the current estimates of µg, µa, Σg, Σa, and ag, we

compute the probability that each pixel is gravel using Bayes’ rule:

(3.21) P (G|PC(x, y)) =
αgfg (PC(x, y) |µg,Σg )

f∗
,

where f∗ = αgfg (PC(x, y) |µg,Σg ) + (1− αg)fa (PC(x, y) |µa,Σa ).
2. Maximization: With the above probability we re-estimate the parameters that

maximize the likelihood. In the case of a Gaussian mixture, the sample aver-
ages are the optimal values:

(3.22)

αg =
1

NP

∑
(x,y)

P (G|PC(x, y)),

µg =
1

NP · αg

∑
(x,y)

PC(x, y)P (G|PC(x, y)),

µa =
1

NP · (1−αg)
∑
(x,y)

PC(x, y) (1−P (G|PC(x, y))),

Σg =
1

NP · αg

∑
(x,y)

(PC(x, y)−µg) · (PC(x, y)−µg)T P (G|PC(x, y)),

Σa =
1

NP · (1− αg)
∑
(x,y)

(PC(x, y)− µa)

· (PC(x, y)− µa)T (1− P (G|PC(x, y))).

3. We repeat steps 1 and 2 until convergence.
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Figure 8 shows P (G|PC ) after convergence, both in the global and adaptive
local modes. In this case, the adaptive method does not produce better results
than the centralized one.

Fig. 8. Probability of each pixel being gravel given its 8 principal components, according to
the GMM-EM model with a global algorithm and an adaptive local algorithm.

The logarithm of this probability is quantized (again through a multiclass
Otsu method) to obtain a four classes segmentation image: A pixel with a value 3
is considered gravel, a pixel with a value 0 is considered asphalt, and a pixel with
value 1 or 2 is considered in doubt (see Fig. 9).

Fig. 9. Four-level quantization of the logarithm of the GMM-EM image of Fig. 8b.

3.2. Consensus among image processing methods through Cellular Automata

At this point we choose three plausible but imperfect segmentations of the
image: I1, I2, and I3, corresponding to the adaptive Otsu method (Fig. 3c),
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the adaptive vector quantization method (Fig. 7c) and the quantized GMM-EM
method (Fig. 9), respectively. We consider them as expert opinions that can
be put together to obtain a better estimation. For example, when the three
of them agree in a pixel to be asphalt or to be aggregate, we fix those pixels
as correctly classified. For this purpose, we sum the normalized versions of the
three images, I = 3I1 + 3I2 + I3, as shown in Fig. 10 (recall I1 and I2 are
binary images, with range Z2, and I3 is a quaternary image, with range Z4).
This way we obtain an image, I, quantized in 10 levels, from 0 to 9, according
to the degree of coincidence among the three original images. The maximum
value, 9, corresponds to those pixels where the three images agree in aggregate
classification. The minimum value, 0, corresponds to those pixels where the three
images agree in asphalt classification.

Fig. 10. Sum of the three images, for a total of ten classification levels.

Connected components with value 9 will be considered gravel. Connected
components with value 0 will be considered asphalt. This is because the three
methods agree on these classifications for those pixels. They will constitute
seed images for a reconstruction process where intermediate pixels with values
0 < I(x, y) < 9 will be incremented towards gravel or decremented towards as-
phalt, according to neighbor texture.

The first filter is obtained from two novel cellular automata (CA). A CA is
a 4-tuple {I, S,N, F}, where I is a regular lattice of cells, S is the finite state of
cells, N is the finite set of neighbors, and F is the function which assigns a new
state to a cell according to the current state of its neighborhood, F : S|N | → S. In
our case, I is the set of NV ×NH pixels, S = {0, 1, ..., 9} is the set of classification
levels in I, N is a 3× 3 neighborhood, and F is the following function:

(3.23) I(x, y)← I(x, y) + 1(I(x,y)<m(x,y)) − 1(I(x,y)>m(x,y)),

wherem(x, y) is the mean of the pixels in a 3× 3 neighborhood around (x, y) and
1A is the indicator function of statement A, with value 1 if A is true and value 0
if A is false. This rule, which tends to move the value of each pixel towards the
mean of its neighborhoods, is applied to pixels between 1 and 8, since pixels that
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have the values 0 or 9 are already classified as asphalt or aggregate, respectively,
and they are no longer altered. The 3× 3 neighborhood was chosen to solve for
asphalt detection between different but closely located gravel units, so we had
to sacrifice convergence speed in order to gain precision. Figure 11 shows some
iterations of this first Cellular Automata.

Fig. 11. Some iterations of the first cellular automata (3.23).

The pixels with value 0 in the output of the first cellular automaton are
considered asphalt, as well as pixels with values 1 or 2 that are adjacent to
pixels with value 0, according to this second CA:

(3.24) I(x, y)←

{
0 if I(x, y) ∈ {1, 2} and 0 ∈ N(x, y),

I(x, y) otherwise,

where N(x, y) is the 3× 3 neighborhood around (x, y), as shown in Fig. 12.

Fig. 12. Some iterations of the second cellular automata (3.24).
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These two simple rules converge quickly toward a stable image or to a limit
cycle, with highly reduced noise in both cases, as shown in Fig. 13.

Fig. 13. Output of the cellular automata (3.23) and (3.24).

Then we find connected components with a gray value m between one and
eight, whose border is composed of pixels with a gray value less than m. In
principle, those connected components are also considered separated aggregate,
since they are lighter than their surroundings. After filling holes on those regions,
we label them and make them grow over darker areas with pixel values greater
than 0, taking care not to merge separate regions, as shown in Fig. 14.

Fig. 14. Binary image with isolated regions.

Finally, adjacent regions are compared according to the distance between the
mean of their principal components and the length of the common edge. Those
regions that share a common long edge and are close according to the Euclidean
distance between the means of the principal components are merged together as
a single aggregate region. Similarly, objects with solidity smaller than 0.7 are
separated into two different regions performing the same region growing process
on two different seeds within the original single region. The final results for two
of the available images are shown in Fig. 15.

We can notice, still, some wrongly merged regions and some wrongly sep-
arated regions, as well as some missed regions, although those problems occur



38 A.M. MEJÍA et al.

a) b)

Fig. 15. Final segmentation of two images.

where, even for the human eye, segmentation decisions are hard to take. How-
ever, the resulting segmentation seems to be good enough for sieve size purposes,
as will see in the following section.

4. Results

The validation of our image segmentation approach is gradation test of the
pavement sample from the segmented image. In the laboratory, the material
passes through a series of sieves that retain particles bigger than sieve mesh area.
But in the specimen cut, the exposed area of each aggregate is just a random
cut. We expect the aggregate areas in the image to be representative samples for
the sieve filter in the original lab process. This way, the gradation test process is
reduced to compute the fraction of total aggregate area due to those aggregate
smaller than the given sieve mesh size.

Figure 16 shows the corresponding particle size distributions for three of the
images. There, we compare the sieve size curve obtained by the image segmenta-
tion process with the sieve size curve used when the sample was manufactured.
It can be seen that the curve represents accurately the aggregate composition
of the pavement for sieve sizes greater than 100 microns, although they dif-
fer when the sieve size is less than 100 microns. The fraction of particles cor-
rectly classified by size, as compared to the sieving process of similar samples,
is 90%.
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Fig. 16. Sieve size of three samples.

5. Conclusions

Digital image processing can be used for estimating the particle size distri-
bution of aggregate in asphalt pavement. With this purposes, it is necessary to
segment aggregate from asphalt accurately. In this paper, we described a seg-
mentation procedure that includes the automatic detection of the sample region
within the photographic picture. After a simple preprocessing based on adap-
tive histogram equalization and median filtering, we compute 26 discriminant
features for each pixel and reduce redundancy among them through a princi-
pal component analysis that lead to a set of 8 final features. These features are
used in three classical segmentation procedures: Adaptive Otsu, 2-means vector
quantization, and a Gaussian mixture model estimated through the Expectation-
Maximization method. None of these three methods are accurate enough for the
purpose of this paper, so we combined them and process the resulting image
using two cellular automata to get a much better segmentation image. Some
additional morphological region growing and filtering are used to control over-
and sub- segmentation. The results are comparable to those obtained through
manual segmentation.

The final validation of the segmentation procedure is the estimation of dif-
ferent sieve size curves in pavement samples. In fact, we demonstrated that it is
possible to perform the reconstruction of the laboratory curve from an image of
the transverse section of the sample. One of the advantages of the method pre-
sented is that this process is done automatically. This allows having a versatile
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tool that can be applied in quality control processes and as a verification tool
in design methodologies. It should be noted that our method does not detect
particles of size smaller than 100 microns.

As future work, the segmented images can be used to measure also shape,
color and many other properties of the gravel for additional purposes like texture
index, angularity, sphericity, form index, surface texture, among other charac-
teristics that allows making a model of description of the mixture aggregate.
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